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1 Loss Functions

As discussed in main paper, we train our network in two stages in an adversarial
learning setting, using non-saturating GAN loss with R1 regularization [8]. In the
first stage, we jointly train Ψg and Ψa with two discriminators, Semantic map
Discriminator Ds and Facial image discriminator Dc, using the loss function
given in Equation 4. Our discriminators have similar architectures as utilized
by [2], with minor changes. To ensure that the final images generated by the
Appearance Module Ψa are in the correct pose, we introduce an additional branch
consisting of linear layer within discriminator Dc to estimate the pose θ. We
also add an additional branch consisting of linear layer within Ds to estimate
latent code that generated the semantic radiance. The adversarial losses for
discriminating semantics and images is defined in Equation 1

L(Ds, Dc, Ψa, Ψg) = Ez∼pg
z ,θ∼pθ

[f(Ds(Ψg(z, θ))]

+ Ezi∼pa
zi

,θ∼pθ
[f(Ds(Ψa(zi, θ))]

+ EI∼prim
[f(−Dc(I)) + λim||∇Dc(I)||2]

+ EL∼prsem [f(−Ds(L)) + λs||∇Ds(L)||2] (1)

Here, f(x) = log(1 + exp(x)) is softplus function, I is a real image sample
from prim and corresponding annotated label L ∼ prsem. Furthermore, to tackle
concave geometry challenges and improve GAN inversion, we integrate two ad-
ditional losses, namely, pose loss and latent loss outlined in Equations 2 and 3,
respectively. These are combined with the loss presented in Equation 1. Addi-
tionally, it’s worth noting that Ψg learns to generate L with N labels, while Ψa

conditions clubbed semantics defined by n.

Lp =Ezi∼pa
zi

,θ∼pθ
||f(Dp

c (Ψa(zi, θ))− θ||2

+ EI∼prim
||f(Dp

c (I)− θ̂||2 (2)
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Llatent =Ez∼pg
z ,θ∼pθ

||f(Dl
s(Ψg(z, θ))− z||2 (3)

During first stage of training we incorporate all of the defined losses as given by
Equation 4.

LS1 = L(Ds, Dc, Ψa, Ψg) + λpLp + λlLlatent (4)

Proceeding to second stage of training, we freeze weights of Geometry Module
Ψg and fine-tune the weights that affect appearance. The effective loss function
in second stage is outlined in equation 5.

LS2 = L(Dc, Ψa) + λpLp (5)

where L(Dc, Ψa) is given by:

L(Dc, Ψa) = Ezi∼pa
zi

,θ∼pθ
[f(Ds(Ψa(zi, θ))]

+ EI∼prim
[f(−Dc(I)) + λim||∇Dc(I)||2] (6)

In our experiments, we empirically set the values of λim = 5, λs = 1, λp = 10
and λl = 1, during first stage training. During second stage we use λim = 1 and
λp = 10.

2 Pivotal Inversion

In this section we present mathematical formulation for optimizing δw+ and
δw+

i to obtain geometric and appearance latent codes w ∈ W and wi ∈ Wi. To
edit an input image obtained either from I ∼ prim (real images) or synthetically
generated using Generators Ψg and Ψa, we perform image inversion into the
W space, represented as w, utilizing pivotal tuning inversion [9]. In the main
paper, we described that to achieve editing; we optimize an editing offset vector
δw+ ∈ W such that the generated semantic mask S′ from Ψg approximates the
original mask S. Similarly, for appearance, we optimize for δw+

i to make the
appearance resemble the given image I.

To achieve the inversion of a real image I, we estimate the geometric and
appearance offsets, δw+ and δw+

i respectively, as articulated in Equation 7.

L(δw+, δw+
i ) = λsLs(S

′, S)

+ λimLim(I ′, I) + λvggLvgg(I
′, I) (7)

Here, Ls can be Cross-Entropy Loss or Mean squared Error Loss between pre-
dicted and ground truth semantics. Lim is Mean squared error loss and Lvgg is
perceptual loss [6] with VGG [10] as backbone network for feature extraction. In
our experiments, we setup Ls as Mean square error loss and λs = 10, λim = 1,
and λvgg = 1.
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Fig. 1. Effect of manipulation in the semantic mask by expanding the hair region
semantics and the effect of shrinking at the mouth region compared with Co-Diff [5].

2.1 Editing Faces and Facial Attribute Transfer

When editing faces using a semantic mask or transferring semantic attributes
represented by a mask Mk, as detailed in the main paper, let r denote the re-
gion requiring alteration while preserving the integrity of the remaining image
portion. For editing generated image I ′ given an edited semantic mask Sed cor-
responding to original semantics S. We modify inversion equation as presented
in Equation 7, following the formulation specified in Equation 8, to estimate
δw+ and δw+

i for the required edit. It’s important to note that we only apply
loss within the known regions, i.e., (1 − r), while granting the generator the
flexibility to realistically fill the region r, thereby achieving the intended editing
outcome. In the context of transferring facial attributes between a given source
image Is and a target image It, the inversion equation, articulated in Equation
7, is similarly adjusted in line with the formulation presented in Equation 8.
This adjustment serves the purpose of estimating δw+ and δw+

i , necessary for
the attribute transfer. In our experiments, we setup Ls as Mean square error
loss and λs = 10, λim = 1, and λvgg = 1.

L(δw+, δw+
i ) = λsLs(S

′, Sed)

+ λimLim(I ′ ⊙ (1− r), I ⊙ (1− r))

+ λvggLvgg(I
′ ⊙ (1− r), I ⊙ (1− r)) (8)

L(δw+, δw+
i ) = λsLs(S

′ ⊙ (1− r), Ss ⊙ (1− r))

+ λsLs(S
′ ⊙ r, St ⊙ r)

+ λimLim(I ′ ⊙ (1− r), Is ⊙ (1− r))

+ λvggLvgg(I
′ ⊙ (1− r), Is ⊙ (1− r))

+ λimLim(I ′ ⊙ r, It ⊙ r)

+ λvggLvgg(I
′ ⊙ r, It ⊙ r) (9)

3 Qualitative Results

In Figure 3, we show neural 72 rendering of generated semantic and rgb-radiances
produced by latent codes randomly sampled from a gaussian distribution. Fur-
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Fig. 2. Artifacts due to discrepancy in semantic radiance (a) and Hair quality obtained
by different methods (c), (d) compared with Ours (b).

thermore, we provide a link to supplementary video containing GIFs showcasing
multi-view renderings from different camera viewpoints: https://youtube.com/
shorts/b53EkPVK328?feature=share

3.1 Semantics Guided Editing

We present editing obtained by our method compared with Co-Diff [5] in Figure
1. Note that since our approach generates semantic and rgb-radiances in a vol-
ume, by design it supports generation of multi-view images by changing camera
position. In contrast Co-Diff [5] employs a diffusion-based model to generate
image in 2D space.

3.2 Limitations

The generation of RGB-radiance is influenced by the points grouped by the
semantic volume masking layer. Consequently, any discrepancies in the gener-
ated semantic radiance propagate, leading to visual artifacts in the final image,
as shown in Figure 2(a). Additionally, the generation of RGB-radiance is con-
strained to adhere to the densities of the semantic radiance, which limits the
creation of fine-grained geometry, such as hairs. We observe that the quality
of hair generation in methods that learn the RGB-radiance field in conjunction
with semantic radiances lags behind other 3D-aware GAN methods that do not
incorporate semantics [3]. For example, in Figure 2(b) and Figure 2(c), both
our method and FE-NerF [11], respectively, produce hair strands that are less
realistic compared to those generated by Gram [3], as illustrated in Figure 2(c).

4 Data Preprocessing

We utilize the CelebAMask-HQ dataset [7] for training the proposed network
because it includes semantic segmentation masks along with facial images. Ini-
tially, we crop and align all images from the dataset to center the facial region

https://youtube.com/shorts/b53EkPVK328?feature=share
https://youtube.com/shorts/b53EkPVK328?feature=share
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Fig. 3. Renderings of Semantic-radiance and RGB-radiance on image space generated
by our approach by random latent code z ∈ Rd and zi ∈ Rd.

using the method described in [1]. We also adjust the semantic masks according
to the alignment transformation of the corresponding images. Furthermore, for
each face, we estimate pose similar to [4]. Alignment ensures that facial features
(e.g., eyes, nose, mouth) are consistently positioned across all training images.
This consistency along with camera pose information helps the model learn more
accurate and generalized implicit representations of facial features and their spa-
tial relationships in volumetric field.

Training on in the wild images. To enhance diversity in terms of ethnicity
and appearance, the model should be trained on a more varied dataset. When
using images sourced from the web or repositories, the facial images must first be
aligned as previously discussed. Subsequently, a semantic face parsing network,
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Table 1. Comparing FID and KID between 5K generated and 5K real CelebA-
MaskHQ [7] Dataset images with different weight sharing in Appearance Module. Each
variant is trained for 60K iterations (2 epoch) jointly learning weights for both Geom-
etry Module and Appearance Module (First stage).

Method FID ↓ KID (×103) ↓
No shared weights 30.36 41.62
Fully Shared AM
(shared Linear Color layers) 24.43 36.32

Proposed Sharing
(SemFaceEdit) 22.65 34.74

Table 2. Comparing FID and KID between 5K generated and 5K real CelebA-MaskHQ
[7] Dataset images with different architecture depth of Geometry Module and Appear-
ance Module. Each variant is trained for 60K iterations (2 epochs), jointly learning
weights for both Geometry Module and Appearance Module (First stage).

Depth
Geometric Module Appearance Module FID ↓ KID (×103) ↓

4 4 27.18 38.35
6 6 24.12 35.43
8 8 22.65 34.74

such as those described in [7][13][12] can be employed to create the semantic
masks necessary for training.

5 Ablation Studies

In the proposed architecture (Figure 3 of main paper), we implement shared
weights for the Appearance Module (excluding Linear Color Layers) across all
semantic categories. This design choice not only reduces model complexity but
also contributes to enhanced metrics, as demonstrated in Table 1. Further, we
perform experiments by varying the number of FiLM Layers [2] in both the Ge-
ometry and Appearance Module. It’s noteworthy that we observe improvements
in performance corresponding to an increase in the number of layers within the
neural networks, as illustrated in Table 2. In consideration of computational
constraints and model complexity, the results presented from SemFaceEdit are
based on a depth value of 8.
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